ANALYTICAL METHODS

Luminescence dating
A sample (SIB) was collected from the Sibo outcrop for luminescence (OSL) dating in the OSL Laboratory of the University of Bern, simultaneously with and following the exact same protocol as for samples from Abrahami and others (2018), described below. Sampling was performed using a paleomagnetic drill to collect a core sample (2.5 cm in diameter), taking care to avoid exposure to light. The entire analysis was performed under subdued orange light. The outer part of the core, i.e. the part susceptible to have been exposed to daylight during sampling, storage and transport, was removed in the laboratory. The remaining part was etched to isolate feldspar and quartz grains. First, the sample was treated with 32% hydrochloric acid and 30% hydrogen peroxide to remove carbonates and organic component, respectively. Then it was sieved to isolate the dominant size fraction of the sample, 150-200 µm. Quartz and potassium-rich feldspar fractions were gravimetrically separated with Lithium Polytungstate (LST) at δ = 2.70 and 2.58 g cm-3 respectively. In order to remove the part of the grains affected by alpha irradiation and any contamination from the potentially remaining feldspars, the coarse-grained quartz was etched in 40 % HF for 60 minutes. Then, grains were immersed in hydrochloric acid to eradicate the fluorides. 

Coarse grains were fixed to stainless steel discs using silicon oil. The large grain size of the sample allowed the application of 3–20 grains on individual aliquots. Measurements were conducted using automated Risø TL/OSL DA-20 readers, fitted with an EMI 9235QA photomultiplier tube. 

Stimulation was performed at 90 % power, using blue (IR) LEDs for quartz (feldspar and polyminerals) with the signal detected through 7.5 mm of Hoya U-340 transmission filter (410 nm interference filter and one Schott BG-39). A Lifelite full spectrum daylight lamp was used for bleaching grains prior to dose recovery tests and measurement of residual doses. For De determination, an instrument error of 1.5 % was included for single aliquot measurement.

About 450 g of material was taken from the surrounding sediment for dose rate calculations. U, Th, and K specific activities were measured using high-resolution gamma spectrometry (Preusser and Kasper, 2001). The present-day water content of samples was not considered to satisfactorily represent average water content over burial time. The deposit will have lain below the water table, and in saturation, for half of the year and therefore water content of 10 ± 5 % was considered to encompass fluctuating water content with time and was applied to the sample for dose-rate determination. For information, it should be noted that a 10 % underestimation of water content over time would result in a 10 % underestimation in age.

Estimated dose values absorbed during burial (De) were measured using modified versions of the SAR protocol (Blair and others, 2005; Murray and Wintle, 2000, 2003; Wallinga and others, 2000). Preliminary analysis of the OSL signal of quartz was conducted but a combination of very dim signals and feldspar contamination rendered further measurements impractical. For feldspar measurement, IRSL50 analysis was carried out using a preheat at 250 °C for 60 s, and the signal was stimulated using IR LEDs at 50 °C for 300 s. De values for single-aliquot measurements were determined using the first 10 s of the IRSL decay curve, with background subtraction calculated using the last 200 s. The IRSL dose response (Fig. S1) curve was well represented by a saturating exponential plus linear function and this was used to determine the De value. Measurements with a recycling ratio of > 10 % were rejected. The measurement of a zero dose was used to monitor recuperation of the signal, and expressed as a percentage of the natural signal. 

The Central Age Model (CAM) (Galbraith and others, 1999) was applied to determine the mean age, and to determine the over-dispersion of De distribution. The Minimum Age Model (MAM) (Galbraith and others, 1999) also used to determine the age, as this is recommended to overcome partial bleaching in sediments, and used to identify that population of De values representing grains that were well bleached prior to burial. 

Dose-recovery tests were performed using single-aliquot measurements to determine the ability of the measurement protocol to recover a known laboratory dose (Wintle and Murray, 2006). For the sample, 28 aliquots were given laboratory doses of 430 ± 21 Gy in average; this performed well returning dose recovery ratios of 1.03 ± 0.06. 

Fading tests were conducted in order to correct the burial age and avoid underestimation. To determine fading of the IRSL50 signal, six aliquots were measured; these were already sensitized having previously been measured for De values. A test dose of ~ 16 Gy was applied. Fading rates for all aliquots were very uniform with an average g-value of 4.73 ± 0.83 % per decade. This resulting g-value was used to correct the mean burial dose of 430 ± 21 Gy, resulting to a corrected burial dose of 700 ± 35 Gy, and an age of 190.2 ± 18.2 kyr (Table S1). 

Gamma spectrometry measurements detected radioactive disequilibrium in the sample, with a loss of 238U over time, and subsequently any age determinations rendered a minimum age only. Dose recovery tests confirmed that the IRSL50 protocol could successfully recover doses to within 10 % unity. The OD value of 25 % is similar to those recorded for the feldspar fraction of waterlain sediments from Peru that were understood to be well bleached (Trauerstein and others, 2014), and would suggest that this sample does not suffer partial bleaching. OD values for all measurements from this study and from Abrahami and others (2018) remain within the same range despite the large variation in grain size, and therefore numbers of grains on aliquots; the samples are therefore assumed to be well bleached. 
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Fig. S1-1. Results of Infrared Stimulated Luminescence (IRSL) analysis. A) Dose-response curve for sample SIB. B) De values of SIB aliquots.
Table S1-1. Infrared Stimulated Luminescence (IRSL) results. Abbreviations are: ntot: total number of aliquots analyzed; n: number of aliquots showing good signal; OD: over-dispersion of De; g-value: measured fading rate; De: estimated Dose. Age is the minimum age without fading correction and Age c. is the minimum age corrected for fading.
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	Sample
	Depth (m)
	Grain size (µm)
	K (%)
	Th
	U
	Dose rate (Gy ka-1)
	Ntot 
n
	OD (%)
	g-value
%/decade
	De (Gy)
	Age (ka)
	Age c. (ka)


	SIB
	0.2
	150-200
	1.9±0.1
	11.0±0.6
	2.4±0.1
	1.8±0.1
	28
27
	25
	4.7±0.8
	430.7±21.0
	115.9± 11.0
	190.2±18.2



Apatite Fission-Track and U-Pb Double dating
Prior to analysis, samples were crushed, dried, sieved (fraction < 500 µm) and washed with tap water at Lancaster University. Apatite separation for all samples was performed using standard gravimetric and magnetic mineral separation techniques at ISTerre, Université Grenoble Alpes (France) and by GeoSep Services (USA). Apatite grains were handpicked, taking special care in sampling the greatest range of observable characteristics such as roundness, size and color.

Apatite grain mounts were prepared and Fission-track and U-Pb analysis was performed by Paul O’Sullivan at GeoSep Services (USA), using the LA–ICP–MS method (Donelick and others, 2005). Spontaneous fission tracks were counted using unpolarized transmitted light under a Zeiss Axiotron microscope. LA-ICP-MS data were collected for the isotopic masses 43, 147, 204, 206, 207, 232, and 238 using a NewWave laser ablation system in line with a Finnigan Element2 magnetic sector, inductively coupled plasma mass spectrometer at the Washington State University Geoanalytical Laboratory in Pullman (USA). Apatite reference materials (see below) of known U-Pb age were analyzed at regular intervals for U-Pb data correction. Similarly, an apatite fission-track standard was analyzed for 238U/43Ca calibration. 

For each sample subjected to apatite fission-track (AFT) analysis, at least one 1-cm2 grain mount, consisting of apatite grains immersed in epoxy resin, was prepared, cured at 90 C for 1 hour, and polished to expose the internal surfaces of the apatite grains. After polishing, mounts were immersed in 5.5 N HNO3 for 20.0±0.5 s at 21±1 C to reveal all natural fission tracks that intersected the polished grain surfaces.

A representative kinetic parameter, Dpar (the maximum diameter of fission track etch pits at their intersection with the polished and etched c-axis-parallel apatite surface), which is used as a proxy for the solubility of fission tracks in their host apatite grains (e.g. Donelick and others, 1999), was measured and spontaneous fission-track densities were counted for each grain considered suitable for dating. Between one and four etch pit diameters were measured and an arithmetic-mean Dpar value was calculated for each datable grain. 

Grains were then revisited using the LA-ICP-MS to make spot analyses within the area used for counting spontaneous tracks, to determine U, Th, and Sm concentrations of each grain for which natural fission-track densities had been previously determined. A single stationary spot of 16-µm diameter was used for each grain, centered in the approximate center of the area where tracks had been counted. Note that if optical examination suggested that natural track densities were even moderately variable within a grain, which is evidence of U zoning, that grain was not dated.

For apatite, the fundamental assumption is made that Ca occurs in stoichiometric amounts in all grains analyzed. The isotope 43Ca is used as the indicator of the volume of apatite ablated. Samples were ablated in a helium atmosphere to reduce condensation and elemental fractionation. A total of 50 scans over 47 seconds for 238U, 232Th, 147Sm, and 43Ca were performed for each spot analyzed. Of these scans, approximately 10 were performed while the laser was warming up and blocked from contacting the grain surface, during which time background counts were collected. Once the laser was permitted to hit the grain surface, a cylindrical pit was excavated to a depth beyond which uranium did not contribute fission tracks to the etched grain surface. Between 25 and 35 scans performed during pit excavation were required to reach this depth.  The depths of a representative number of laser pits were measured and the 238U/43Ca value for each pit as a whole was determined based on the weighted mean of the 238U/43Ca value for individual scans relative to the depths from which the ablated material was derived (See Donelick and others, 2005; Hasebe and others, 2004).

Fission-track ages and errors were calculated using: (a) the ratio of the density of natural fission tracks present in the grain to the amount of 238U present and (b) a modified version of the radioactive decay equation that includes a LA-ICP-MS zeta-calibration factor (See Donelick and others, 2005: equation 1b for age calculation and 2b for error calculation). The zeta-calibration factor is determined for each sample analyzed during each LA-ICP-MS session by analyzing the U:Ca ratio of apatite calibration standards with known ages at the beginning and at the end of each LA-ICP-MS session. The standard used was Durango apatite with an age of 30.6 ± 0.3 Ma (Boyce and Hodges, 2005; McDowell and others, 2005).

Use of the LA-ICP-MS technique for AFT analyses has the advantage that it permits U-Pb ages to be determined on the same grains in the same analytical session; these are presented in table S5. Apatite standards (Durango, Duluth Complex, Fish Canyon Tuff, Mount Dromedary, McClure Mountain, Otter Lake, Tioga Bed B) for which independently accepted ages are published (Barfod and others, 2005; Boyce and Hodges, 2005; Kuiper and others, 2008; Lanphere and Baadsgaard, 2001; McDowell and others, 2005; Paces and Miller, 1993; Renne and others, 1998; Roden and others, 1990; Schoene and Bowring, 2006) were designated as primary, secondary, and tertiary standards for purposes of age calibration. Two primary and two secondary standard spots were analyzed prior to and following each group of ~25-30 tertiary standards and/or unknown sample spots. Five spots of each tertiary standard were analyzed near the beginning and again near the end of the session. Standard analyses were used to correct for down-hole fractionation, mass bias, and intra-session instrument drift. Fractionation factors were determined for each data scan of each primary standard spot and were calculated based on 235U values calculated from measured values; no fractionation was assumed between 206Pb and 207Pb, and the independently measured common-Pb 207Pb/206Pb ratio for McClure Mountain apatite was applied (Schoene and Bowring, 2006). No alpha-damage correction was applied to fractionation factors. 

Uranium decay constants and the 238U/235U isotopic ratio reported in Steiger and Jäger (1977) were used in this study. 207Pb/235Uc (235Uc = 137.88 238U), 206Pb/238U, and 207Pb/206Pb ages were calculated and background-corrected isotopic sums of each isotope were calculated for all concordant scans. The fractionation factor for each data scan was weighted according to the 238U or 232Th signal value for that data scan; an overall weighted-mean fractionation factor for all concordant data scans was used for final age calculation. If the number of concordant scans for a zircon was greater than zero, then either the 206Pb/238U or 207Pb/206Pb age was chosen as the preferred age, whichever exhibited the lower relative error. 

Due to the usually high common-Pb content incorporated during crystallization, apatite is typically discordant in the U-Pb isotope system. Despite the corrections described previously, all grains remained discordant, often strongly so. Following the approach of Chew and others (2011), a 207Pb-based correction was employed, using an iterative approach to obtain a 207Pb/206Pb intercept value based on a starting estimate generated from the terrestrial Pb evolution model of Stacey and Kramers (1975). As the 207Pb-based correction assumes U-Pb* (radiogenic Pb) concordance, which may not be the case for detrital grains, knowledge of likely source-area ages is required to discriminate partially reset ages in the same manner as for detrital AFT analysis. Since none of the apatite U-Pb ages were concordant, the data cannot be evaluated for quality using discordance criteria such as used for zircon U-Pb. However, low-U or very high common-Pb (PbC) content exhibited by some grains leads to large analytical uncertainty. Therefore, we follow the approach of Zattin and others (2012) and Mark and others (2016) in excluding apatite grains yielding 2σ errors > 25%. As radiogenic Pb content is proportional to age, younger grains commonly have correspondingly greater age uncertainty. Therefore, 2σ errors up to 100% were accepted for apatite grains yielding U-Pb ages <100 Ma. Data reduction of apatite U-Pb age measurements was undertaken with the 207Pb age uncertainty filters summarized in the screening procedure table (Table S2).

Density Plotter (Vermeesch, 2012) was used for data presentation. Concordant ages within the limits defined in this table were accepted. 

Table S1-2: apatite U-Pb data screening procedure

	1
	Failed
	Discarded

	2
	207Pb age  > 100 Ma, uncertainty >  25%
	Discarded

	3
	207Pb age 10-100 Ma, uncertainty > 50%
	Discarded

	4
	207Pb age < 10 Ma, uncertainty > 100%
	Discarded

	5
	All other ages
	Accepted









Magnetostratigraphy
One to three core samples of 2.5-cm diameter were collected at each site with an electric drill powered by portable batteries and mounted with a diamond-coated drill-bit cooled with water. The finest possible lithologies were targeted for each of the 186 sites but coarser lithologies (medium- to coarse-grained sandstones) were locally collected to avoid long gaps. Cores were oriented with a custom device integrating a clinometer and a compass; bedding orientation was measured regularly and averaged throughout the section as similar attitudes were observed. Minor local declination (< 0.5°) was neglected. 

Remanent magnetizations of samples were analyzed on a 2G Enterprises DC SQUID cryogenic magnetometer inside a magnetically shielded room, at the Geosciences Rennes paleomagnetic laboratory (France). A first selection of pilot samples distributed at ~50 m intervals throughout the stratigraphic section was stepwise thermally demagnetized in a shielded oven. Heating steps from 20 °C to 670 °C were applied to these samples in order to (1) determine the characteristic demagnetization behavior, (2) establish the most efficient demagnetization temperature steps, (3) determine which lithology provided the best signal, and (4) identify stratigraphic intervals with potential paleomagnetic reversals. Guided by these preliminary results, thermal demagnetization was applied to the remaining samples with thermal demagnetization steps of 50 °C to 100 °C up to 550 °C and 10 °C to 15 °C from 550 °C to 670 °C. When the result from a first sample at a site was ambiguous, a second or a third sample was processed to determine the polarity.

We calculated the Characteristic Remanent Magnetization (ChRM) directions using at least four consecutive heating steps, usually decreasing towards the origin. Line fits were generally not anchored to the origin. However, some demagnetization paths showing a steady direction but no significant intensity decrease were forced to the origin. We rejected the line fits with a Maximum Angular Deviation (MAD) above 30°. When the contribution of a secondary normal polarity direction overlapped a reversed polarity direction carried by only a few points, we carried out a great-circle analysis (McFadden and McElhinny, 1988) (figure S2).
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Fig. S1-2. Great-circle analysis. Stereographic projections of reverse selected Q1 and Q2 ChRM directions on the lower (filled symbols) and upper (open symbols) hemispheres. The set point represented with thick black open circle is defined by the mean of selected Q1-Q2 directions. Q1 and Q2 directions are represented by black dots. Obtained reverse directions represented with grey dots are defined by the point on each great circle that is nearest to the set point. The dashed and straight lines are the fitted great circles projected in the lower and upper hemisphere, respectively. 

Once the polarities have been determined for each sample, as detailed in the manuscript, a 45° cut-off procedure was performed separately for normal and reversed polarity datasets as illustrated in fig S3. 

[image: ]
Fig. S1-3. Projections of Q1 and Q2 A) Reverse and B) Normal VGP directions. Directions reported in grey and black have VGP over and under 45° from the mean VGP, respectively. The mean VGP is represented by the black dot in the center of the projections. Directions represented in grey are rejected after cut-off procedure.

Detrital zircon U-Pb dating
Prior to analysis, samples were dried and sieved to extract the <500-µm fraction at Lancaster University. Heavy minerals were extracted at NIGL, BGS Keyworth (UK) by wet separation on a Haultain superpanner, and di-iodomethane heavy liquid (with a density of 3.3).  Magnetic separation was kept to a minimum to avoid biasing mineral populations. Zircon grains were handpicked, taking special care to select all grain types with respect to morphology, color and grain size, within a particular fraction of the separate. The zircons were mounted in epoxy, polished and photographed to help identify the analyzed grains. They were also imaged by cathodo-luminescence using an FEI Scanning Electron Microscope to ensure suitable growth zones were targeted during analysis, i.e. zircon cores and metamorphic overgrowths.  

U-Pb dating of zircons was performed using a Nu Instruments Attom single-collector inductively coupled plasma mass spectrometer (SC-ICP-MS). The instrument was tuned such that oxides of U and Th represented less than 0.4% of the signal obtained from the metal ion peaks. The Nu Attom SC-ICP-MS was used in peak-jumping mode with measurement on a MassCom secondary electron multiplier. The analyzed masses in each sweep were: 202Hg, 204Pb+Hg, 206Pb, 207Pb, and 235U. Each data integration records 100 sweeps of the measured masses, which roughly equates to 0.22 seconds.  Dwell times on each mass are 400 μs on 207Pb and 235U, and 200 μs on all other masses; the switching between masses takes 40μs.  238U is calculated using 238U/235U = 137.818. Laser ablation was performed with either a NewWave Research UP193SS or UP193FX laser ablation system. Ablation parameters were optimized to suit the Pb and U contents of the material and adapted for the cores and the rims analysis. For the cores measurements, a frequency of 10 Hz, with a fluence of 1.5 to 3.0 J/cm2, a 30 second ablation time, and a 25- to 35-μm spot size were used. 

Three zircon reference materials (91500, GJ-1 and Plesovice; Jackson and others, 2004; Sláma and others, 2008; Wiedenbeck and others, 1995) were analyzed at regular intervals in order to correct data for instrumental fractionation. The average bias of the 207Pb/206Pb and 206Pb/238U ratios from preferred values derived by TIMS analysis are used for normalization. 206Pb/238U and 207Pb/206Pb uncertainties were propagated in the manner advocated by Horstwood (2008), utilizing the measurement uncertainty and the reproducibility of the ablation reference material used.  

Several rim-dating methods were tried, using different laser-spot diameters, to increase the chances of measuring the <20-µm rims in the most robust way. Because a small laser diameter leads to increased fractionation of U and Pb, it can be challenging to obtain accurate and precise ages for such small surfaces. We tried raster and single-spot techniques on normal grain mounts and on the external surfaces of grains with thin rims that had been extracted from the mounts. We carried out several measurements of the same rim when preliminary ages were young. 

Our first method was to measure unpolished zircon mounts for some samples, in order to increase the targeted surface and to have as much material as possible from potential zircon rims. For this trial, we used a 100-μm raster line, a 20-μm laser spot and 6 passes for each measurement. The laser speed was set at 20 μm/s. Conclusive evidence was not obtained using this “blind” strategy, so the polished and CL-imaged mounts were used again for more rim measurements.

In the second method, zircon tips were targeted with a 15-μm laser spot. Despite the significant fractionation of U and Pb as a consequence of the use of a small laser spot, the second trial was more satisfying. In order to increase the dating precision of the youngest rims dated with the second strategy, the relevant zircons were extracted from the mount, flipped over and measured several times more using the first rim-measurement approach described above. 

In-house Excel spreadsheets were used for data reduction and error propagation, and Density Plotter (Vermeesch, 2012) was used for data presentation. Data reduction of zircon-core measurements was undertaken with the age filters summarized in the screening procedure table (Table S3). Concordant ages within the limits defined in this table were accepted.

Table S1-3: Zircon-core data screening procedure

	[bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: OLE_LINK3][bookmark: OLE_LINK4][bookmark: OLE_LINK5]1
	Failed
	Discarded

	2
	206Pb/238U age > 100 Ma, uncertainty > 10%
	Discarded

	3
	> 10% discordant
	Discarded

	4
	206Pb/238U age 100 – 1200 Ma, > 5% discordant
	Discarded

	5
	Young grain - 206Pb/238U age < 100 Ma, < 5% discordant
	206Pb/238U age used

	6
	206Pb/238U age < 100 Ma, 5 - 10% discordant
	206Pb/238U age used

	7
	206Pb/238U age 100 – 1200 Ma, < 5% discordant
	206Pb/238U age used

	8
	206Pb/238U age > 1200 Ma, < 10% discordant
	207Pb/206Pb age used



The young (<100 Ma) grains are commonly discordant due to their low U content and relatively high common Pb. For this reason, and because of the fractionation bias related to the small laser-spot diameter, we use a different screening procedure for rims and cores, being less selective for the rim than for the core ages. We also regressed data points for the likely youngest rims measured through a fixed common Pb composition. The screening procedure for young grains is presented in Table S4. Model rim ages were derived by regressing data points for the likely youngest rims measured through a fixed common Pb (0.844 ± 0.008) composition on Tera-Wasserburg plots as described in Bracciali and others (2013). Concordia diagrams for each sample including both core and rim analyses are presented in figs S4 (cores) and S5 (rims).


Table S1-4: Zircon-rim data screening procedure
	1
	Failed
	Discarded

	2
	206Pb/238U age > 100 Ma, uncertainty > 10% 
	Discarded

	3
	206Pb/238U age > 100 Ma, > 10% discordant
	Discarded

	4
	206Pb/238U age > 1200 Ma, > 5% discordant
	Discarded

	5
	206Pb/238U age < 100 Ma, < 5% discordant
	206Pb/238U age used

	6
	206Pb/238U age < 100 Ma, 5 - 10% discordant
	206Pb/238U age used

	7
	206Pb/238U age < 30 Ma, > 10% discordant
	Age from fixed common Pb regression used

	8
	206Pb/238U age 30 – 100 Ma > 10% discordant
	206Pb/238U age used

	9
	206Pb/238U age 100 – 1200 Ma, < 5% discordant
	206Pb/238U age used

	10
	206Pb/238U age > 1200 Ma, < 10% discordant
	207Pb/206Pb age used






[image: ]
Fig. S1-4. Zircon U-Pb concordia diagrams of samples from the Sibo-Remi-Siang section. Data are plotted as Wetherill concordia diagrams, using the Isoplot v. 4.14 add-in for Microsoft Excel (Ludwig, 2003), after data screening. The dotted dark blue line is the concordia curve where ages are indicated in Ma. Data point ellipses are at the 2σ level. 
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[bookmark: _GoBack]Fig. S1-5, Zircon-rim U-Pb concordia diagrams of samples from the Remi section. Data showing ages ≤20 Ma after data screening are plotted as Wetherill concordia diagrams, using the Isoplot v. 4.14 add-in for Microsoft Excel (Ludwig, 2003). The dotted dark blue line is the concordia curve with corresponding ages indicated in Ma. Data-point ellipses are at the 2σ level and colored as a function of the rim analyzed. The youngest data points with discordance <5%, <10% and with no discordance limit, are indicated in black, with the discordance bracketed. Dotted lines are regression lines calculated for several analyses of the same zircon rim; the lower intercept age is indicated in the color corresponding to the rim analyzed.
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